Unifying Quantum and Classical Speed Limits on Observables
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The presence of noise or the interaction with an environment can radically change the dynamics of observables of an otherwise isolated quantum system. We derive a bound on the speed with which observables of open quantum systems evolve. This speed limit is divided into Mandelstam and Tamm’s original time-energy uncertainty relation and a time-information uncertainty relation recently derived for classical systems, and both are generalized to open quantum systems. By isolating the coherent and incoherent contributions to the system dynamics, we derive both lower and upper bounds on the speed of evolution. We prove that the latter provide tighter limits on the speed of observables than previously known quantum speed limits and that a preferred basis of speed operators serves to completely characterize the observables that saturate the speed limits. We use this construction to bound the effect of incoherent dynamics on the evolution of an observable and to find the Hamiltonian that gives the maximum coherent speedup to the evolution of an observable.

I. INTRODUCTION

How quickly can the expectation value $\langle A \rangle$ of an observable change as a quantum system evolves in the presence of an environment? What properties of the system allow for fast evolution of a physical quantity? How sensitive is the speed of an observable’s evolution to the effects of an environment? We probe these questions by deriving speed limits on observables, i.e., uncertainty relations that bound the rate of change of $\langle A \rangle$. Our main results rely on discriminating the “quantumlike” coherent contributions and the “classical-like” incoherent contributions to the evolution of an open quantum system. This allows us to derive lower bounds on speed, as well as upper bounds on speed, which are tighter than those previously considered. In this way, we also unify—and improve upon—previously known quantum and classical speed limits on observables.

Mandelstam and Tamm first derived a bound on the speed for quantum systems evolving unitarily under a Hamiltonian $H$ [1]. They proved that

$$\frac{d\langle A \rangle}{dt} \leq 2\Delta A \Delta H,$$  \hspace{2cm} (1)

where $\Delta A := \sqrt{\langle A^2 \rangle - \langle A \rangle^2}$ and $\Delta H$ are the standard deviations of the observable and the Hamiltonian, respectively (units are such that $\hbar = 1$). This result bounds the speed of evolution of any physical quantity of an isolated quantum system. Mandelstam and Tamm further considered the projection onto the initial state of the system, $A := \langle \psi_0 | \psi_0 \rangle$, as an observable of interest. Equation (1) then implies a bound on how fast the state of the system evolves. They proved that the minimum time $\tau^\parallel$ for a system to evolve between two orthogonal states satisfies $\tau^\parallel \geq \pi/(2\Delta H)$. This gives an ultimate limit to the speed of
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evolution in the system: A minimum time has to elapse for the state of the system to evolve into a distinguishable state, $\tau \geq \tau^\perp$.

Since then, the focus on state distinguishability instead of observables has been predominant, with most works adopting a metric in Hilbert space and deriving bounds on its rate of change. For example, some studies have focused on alternative bounds to that of Mandelstam and Tamm [2–5], involving various metrics [6–17] and covering more general dynamical regimes [18–21]. In this way, quantum speed limits have found applications in a range of topics, including quantum control [22–25], limits to computation [2,26,27], parameter estimation [28–30], quantum thermodynamics [31,32], quantum annealing [33], quantum information theory [34–37], and the dynamics of many-body [38,39] and open quantum systems [40]. Quantum speed limits have even been extended to classical settings by using metrics in the space of probability distributions [41–44]. Some studies have deviated from the focus on speed limits in Hilbert space, deriving bounds on quantum thermodynamic processes [45–47]. However, metric-based speed limits remain prevalent [48].

Approaches based on metrics in Hilbert space have a shortcoming: While any pair of orthogonal states are distinguishable under some measurement, oftentimes relevant observables remain unchanged. For example, consider an ensemble of two-level systems that evolve from state $|\uparrow\uparrow\uparrow\ldots\uparrow\downarrow\rangle$ to state $|\uparrow\uparrow\uparrow\ldots\uparrow\downarrow\rangle$ over a time $\tau\perp$. All distances between these states achieve their maximum value, but interesting observables such as the magnetizations $\sum_j \sigma_j^x$ or $\sum_j \sigma_j^y$ barely change (here, $\sigma^\alpha$ are Pauli matrices). Observables can be thought of as “filter functions,” sensitive only to restricted parts of the dynamics of the state. While bounds on $\tau\perp$ provide information about the fastest evolving Hermitian operators, they may not reflect the dynamics of experimentally relevant physical observables [49]. This situation is exacerbated by the fact that the speed limits of different metrics can vary significantly [10,13]. We see this as a prime example that highlights the need for speed limits on physically grounded quantities physically grounded quantities of direct relevance to experimental measurements.

In this work, we address the shortcomings of derivations of speed limits for distances in Hilbert space. We do so by deriving limits on the evolution of arbitrary observables for arbitrary differentiable dynamics. This extends the original derivation by Mandelstam and Tamm, which was restricted to isolated quantum systems. In doing so, we also generalize Mandelstam and Tamm’s version of the quantum time-energy uncertainty relation to open quantum systems. This result is the quantum analogue of a time-information uncertainty relation recently introduced for stochastic dynamics of classical systems [50], in which the maximal rate of change of an observable depends on (classical) fluctuations in the observable and fluctuations in the surprisal rate of the system.

The remainder of the paper is organized as follows. Section II shows a general bound on the rate of change of observables for open quantum systems in terms of the quantum Fisher information and discusses connections to the quantum Cramér-Rao bound. The core results of this paper are contained in Sec. III, where we derive strictly tighter upper bounds than those in Sec. II by decomposing the dynamics of a quantum system in terms of coherent and incoherent contributions. This technique also allows us to derive, for the first time, lower bounds on the speed of observables. We show in Sec. IV how to connect these bounds to energy uncertainties of the system and derive bounds on energy and entropy rates, providing a simple proof of the “small incremental entangling theorem.” Section V focuses on the tightness of the speed limits obtained in Secs. II and III. We derive limits to the total change of an observable in Sec. VI, where we use them to bound the integrated effects from incoherent dynamics on an open quantum system. In Sec. VII, we provide conclusions and a discussion. Finally, in the Appendices, we present derivations of these results.

II. SPEED LIMITS ON OBSERVABLES IN OPEN QUANTUM SYSTEMS

Let $\rho_i$ denote an arbitrary density matrix of a quantum system, possibly characterizing a statistical mixture over pure states. Its dynamics can be formally expressed by the symmetric logarithmic derivative $L$, implicitly defined by $(dp_i/dt) = i/2 \{L, \rho_i\}$. [28,51–53], where $\{A, B\} = AB + BA$ denotes an anticommutator. Using this equation of motion, we show (Appendix A) that the expectation value $\langle A \rangle = \text{Tr}(A \rho_i)$ evolves according to a generalized form of the Ehrenfest equation,

$$\frac{d\langle A \rangle}{dt} = \text{cov}(L, A) + \left( \frac{dA}{dt} \right) = \dot{\overline{A}} + \left( \frac{d\overline{A}}{dt} \right).$$

where $\text{cov}(A, L) = \frac{1}{2} \text{Tr}(\rho_i [A, L]) - \langle A \rangle / L$ is the symmetrized covariance. Here, we distinguish between the term $(dA/dt)$, which stems from any explicit time dependence of the observable, and $\dot{\overline{A}} := \text{Tr}[A(dp_i/dt)] = \text{cov}(L, A)$, which depends on the rate of change of the state. Note that for time-dependent observables, $\dot{\overline{A}}$ is not a state function but is instead defined through the path-dependent integral $a = \int \dot{\overline{A}} dt$. An analogy is that of heat and work in thermodynamics, whose total changes are defined via the infinitesimal changes of a given process and cannot generally be defined only in terms of the initial and final states. In fact, if $A = H(t)$ is the Hamiltonian of the system, $\dot{\overline{A}}$ and $\langle \dot{A} \rangle$ correspond to heat and work exchanges in...
quantum thermodynamics [54,55]. For observables without explicit time dependence, one simply has \( \dot{a} = d(A)/dt \).

An equation of motion analogous to (2) has been proven for classical stochastic systems [50] and is known as the Price equation in evolutionary biology [56,57]. Applying the Cauchy-Schwarz inequality, we can derive the following upper bound on the change in the expectation value due to state changes, \( \dot{\rho} = \text{Tr}[\mathcal{A}(d\rho_t/dt)] = \text{cov}(L,A) \), which generalizes the Mandelstam and Tamm speed limit on observables:

\[
|\dot{a}| = |\text{cov}(L,A)| \leq \Delta A \Delta L = \Delta A \sqrt{\mathcal{I}_F}. \tag{3}
\]

Here, \( \mathcal{I}_F := (\Delta L)^2 \) is the quantum Fisher information. For a density matrix with a spectral decomposition \( \rho_t = \sum_j \rho(j)|j\rangle\langle j| \), it is given by [28,53,58]

\[
\mathcal{I}_F = (\Delta L)^2 = 2 \sum_{jk} \left| \langle j| \frac{d}{dt} \rho(j)|k\rangle \right|^2 \rho(j) + \rho(k).
\]

The definition of \( \mathcal{I}_F \) and the proof of Eq. (3) assume differentiable dynamics and that \( \rho(j) \neq 0 \forall j \) [59]. In order to ease notation, we omit explicit time dependence of \( \mathcal{I}_F, \rho(j), \{ |j\rangle \}, L, \) and \( A \).

Equation (3) shows that the uncertainty of an observable and the quantum Fisher information limit the speed with which the mean of the observable evolves. The Fisher information \( \mathcal{I}_F \) originates from parameter estimation theory, where it bounds the uncertainty with which a parameter—\( \tau \)—in this case—can be determined [51–53,58,60]. Speed limits in Hilbert space [4,5,10,18,61] and speed limits for observables in closed systems [28,46] have also been linked to bounds from parameter estimation theory. In fact, when \( A \) has no explicit time dependence, Eq. (3) can be derived from the quantum Cramér-Rao bound by restricting to functions of \( \langle A \rangle \) as (typically suboptimal) estimators of the parameter \( \tau \) (Appendix K). Note, though, that the quantum Cramér-Rao bound encompasses arbitrary estimators constructed from all possible measurements that can be performed on the system. While an optimal choice of such an estimator saturates the quantum Cramér-Rao bound, there can exist tighter bounds for other given estimators. We will exploit this in the next section to derive speed limits on \( \langle A \rangle \) that are tighter than the speed limit (3) implied by the quantum Cramér-Rao bound [62].

For a given speed \( \dot{a} \), the uncertainty bound (3) implies a direct trade-off between how certain an observable is and the Fisher information \( \mathcal{I}_F \). Roughly speaking, \( \mathcal{I}_F \) is a measure of stationarity in the system [63,64]: A small value implies a weak change of \( \rho(t) \) in time, which hinders the rate of change of any observable. Similarly, \( \Delta A = 0 \) implies a state \( \rho_t \) supported on the subspace spanned by eigenvectors \( \{|\lambda_a\rangle\} \) corresponding to a single eigenvalue \( \lambda_a \) of \( A \). Then, the function \( \text{Tr}(\rho_t \sum_a |\lambda_a\rangle\langle\lambda_a|) = \langle A \rangle/\lambda_a = 1 \) is at a maximum, implying a null rate of change, which translates into \( \dot{a} = 0 \). On the other extreme, fast observable dynamics requires large fluctuations and large Fisher information.

Following Mandelstam and Tamm, we identify the characteristic timescale \( \tau_a := \Delta A/|\dot{a}| \) over which the expectation value of an observable changes by a standard deviation [1]. Combining this definition with the inequality (1), Mandelstam and Tamm established the time-energy uncertainty relation \( \tau_A \Delta H \geq 1/2 \), valid for isolated systems evolving with a constant Hamiltonian \( H \) [1,65]; see Refs. [28,66,67] as well. For pure states, \( \mathcal{I}_F = 4(\Delta H)^2 \), and Mandelstam-Tamm’s time-energy uncertainty can be reexpressed as \( \tau_A \sqrt{\mathcal{I}_F} \geq 1 \). Bound (3) extends this to states following arbitrary differentiable dynamics,

\[
\tau_A \sqrt{\mathcal{I}_F} \geq 1, \tag{5}
\]

and constitutes a time-information uncertainty relation that holds universally for quantum systems.

It is worth noting that uncertainty relations are not purely a feature of quantum mechanics. In fact, Ref. [50] shows that a bound analogous to Eq. (5) holds for classical stochastic systems. How, then, does the interplay of quantum and classical dynamics contribute to the speed at which an observable can evolve?

### III. SPEED LIMITS FOR COHERENT AND INCOHERENT DYNAMICS

The state \( \rho_t \) of a quantum system evolving under arbitrary differentiable trace-preserving dynamics can be written as \( \rho_t = U_t \rho_0 U_t^\dagger \). The unitary operator \( U_t \) connects the time-dependent eigenbasis of \( \rho_t \) to the eigenbasis \( \{|j\rangle\} \) of the initial state by \( |j\rangle = U_t |j\rangle_0 \) and \( X_t := \sum_j p(j)|j\rangle_0 \langle j| \) is a diagonal density matrix with the same eigenvalues as \( \rho_t \). Defining the Hermitian operator \( H_t := i(dU_t/dt) U_t^\dagger \) as the “Hamiltonian,” one can express the evolution of \( \rho_t \) as [68–70]

\[
\frac{d}{dt} \rho_t = -i[H_t, \rho_t] + U_t \frac{dX_t}{dt} U_t^\dagger. \tag{6}
\]

This equation describes the dynamics of any quantum system with a continuous physical evolution where probability is conserved, including non-Markovian dynamics [71] and nonlinear dynamics stemming from continuous monitoring [72] or balanced gain and loss [70]. In the widely relevant case when the system obeys a Lindblad equation for Lindblad operators \( \Gamma_a \) with rates \( \gamma_a \) that cause incoherent dynamics, one has \( U_t (dX_t/dt) U_t^\dagger = \sum_a \gamma_a (\Gamma_a \rho U_t^\dagger - \frac{1}{2} \{ \Gamma_a \Gamma^\dagger_a, \rho \}) \). (Note that Lindblad operators can also induce unitary dynamics, in which case they would contribute to \( H_t \) [73,74].)

The first term in Eq. (6) represents coherent, entropy-preserving evolution. The second is the incoherent term,
which corresponds to changes in the state’s eigenvalues and therefore in the entropy of the system. Note that the case with no coherent contribution, $H_t = 0$, gives rise to a description equivalent to a probability distribution $\{p_j\}$ following classical stochastic dynamics [75]. In contrast, even if coherence is not a uniquely quantum trait [76], coherent dynamics due to $H_t \neq 0$ is characteristic of quantum systems. In this sense, one could broadly identify the coherent and incoherent terms to correspond to “quantum” and “classical” contributions to the evolution, respectively [10,69]. This identification is further supported by the fact that, if the eigenstates $|j\rangle$ involved in purely incoherent dynamics are classical (e.g., bit strings representing product states of computational basis states of two-level systems), the resulting incoherent dynamics is indeed classical. At the same time, one should take the classical label for incoherent dynamics with a grain of salt since classical. At the same time, one should take the classical label for incoherent dynamics with a grain of salt since classical. At the same time, one should take the classical label for incoherent dynamics with a grain of salt since classical. At the same time, one should take the classical label for incoherent dynamics with a grain of salt since classical.

As a final ingredient to our construction, we define Hermitian operators $L_C$ and $L_I$, with $L = L_C + L_I$, which will characterize the speed due to coherent and incoherent dynamics:

$$L_C := -2i \sum_{j \neq k} \langle j \mid [H_t, \rho_j] \mid k \rangle \langle k \mid j \rangle, \quad (8a)$$

$$L_I := \sum_j \frac{d}{dt} \ln p_j |j\rangle \langle j|. \quad (8b)$$

With these operators, one can separate the quantum Fisher information into coherent and incoherent contributions

$$I_F = I_F^C + I_F^I \quad \text{(Appendix C)}:

$$I_F^C := (\Delta L_C)^2 = 2 \sum_{j \neq k} \frac{|\langle j \mid [H_t, \rho_j] \mid k \rangle|^2}{p_j + p_k}, \quad (9a)$$

$$I_F^I := (\Delta L_I)^2 = \sum_j p_j \left( \frac{d}{dt} \ln p_j \right)^2. \quad (9b)$$

Note that $I_F^C$ is the classical Fisher information of the probability distribution $\{p_j\}$ [78,79], which also admits an interpretation in terms of the variance in the surprisal rate $\{(L_J)_j = -(d/\langle H \rangle) \ln p_j\}$ associated with the eigenvalue distribution $\{p_j\}$ [80]. Meanwhile, $I_F^I$ is the quantum Fisher information for a system evolving unitarily. For pure states, $I_F^I = 4(\Delta H_t)^2$ [53].

This construction, which separates the change of an observable $A$ into coherent and incoherent contributions, allows for the derivation of bounds that are tighter than the speed limit (3). We prove in Appendix C that, for differentiable dynamics, $\dot{a}_C := \text{Tr}[A_C(d\rho_t/dt)] = \text{cov}(A_C, L_C)$ and $\dot{a}_I := \text{Tr}[A_I(d\rho_t/dt)] = \text{cov}(A_I, L_I)$. Therefore,

$$|\dot{a}_C| = |\text{cov}(A_C, L_C)| \leq \Delta A_C \sqrt{I_F^C}, \quad (10a)$$

$$|\dot{a}_I| = |\text{cov}(A_I, L_I)| \leq \Delta A_I \sqrt{I_F^I}, \quad (10b)$$

set bounds on the rate of change of an observable that isolate the role played by coherent and incoherent dynamics. Equation (10b) is identical to the one derived in Ref. [50] for classical stochastic systems, where $-(L_I)_j$ corresponds to the surprisal rates. This coherent-incoherent decomposition and the corresponding bounds constitute one of the main results of the paper.

These results provide a foundation for a number of speed limits on observables. The reverse triangle inequality [81] yields a lower bound on the speed $\dot{a} = \text{Tr}[A(d\rho_t/dt)] = \dot{a}_C + \dot{a}_I$, i.e., a coherent-incoherent lower speed limit

$$|\dot{a}| \geq \max \left\{ |\dot{a}_C| - \Delta A_I \sqrt{I_F^I}, |\dot{a}_I| - \Delta A_C \sqrt{I_F^C} \right\}. \quad (11)$$

made possible by the division of the system dynamics into two contributions. To the best of our knowledge, this is the first derivation of general lower speed limits on the evolution of open quantum systems.

Equation (10) also implies a new upper bound singling out additive contributions from the uncertainties of the coherent and incoherent parts $A_C$ and $A_I$ of the observable,

$$|\dot{a}| \leq \min \left\{ |\dot{a}_C| + \Delta A_I \sqrt{I_F^I}, |\dot{a}_I| + \Delta A_C \sqrt{I_F^C} \right\} \leq \Delta A_C \sqrt{I_F^C} + \Delta A_I \sqrt{I_F^I}. \quad (12)$$

This bound limits the speed of systems following coherent quantum dynamics, as well as systems following incoherent classical dynamics: a coherent-incoherent speed limit. While the speed limit (3) is saturated by a properly chosen observable (i.e., an optimal estimator in the context of the quantum Cramér-Rao bound from parameter estimation theory), we show in Sec. V below that the
coherent-incoherent speed limit (12) is tighter for any fixed A, imposing stricter constraints on the speed of evolution.

Two limiting cases demonstrate the scope of the upper bound. For purely coherent evolution, constant probabilities \( p_j(t) = 0 \) imply \( I^C_F = 0 \), in which case the coherent-incoherent speed limit recovers the Mandelstam-Tamm bound for observables, generalized to allow for an explicit time dependence in the Hamiltonian. In the opposite extreme of purely incoherent dynamics, \( H_t = 0 \), it recovers the classical speed limit recently derived in Ref. [50] for classical stochastic dynamics.

More generally, consider a system in state \( \rho_t \) with dynamics that results in \( I^C_F \) and \( I^I_F \). The coherent-incoherent speed limits tell us that some observables evolve following incoherent dynamics characterized by \( I^I_F \), while others follow the coherent dynamics with \( I^C_F \). The evolution of observables with \( \Delta A = \sqrt{\sum_{j\neq k} p_j |A_{jk}|^2} = 0 \), which commute with the state, is guided by the incoherent contribution to the evolution. Meanwhile, observables with \( \Delta A = 0 \) are driven solely by the Hamiltonian.

The coherent-incoherent partition of an observable motivates the definition of characteristic timescales \( \tau_{AC} := \Delta A_C/|\dot{A}_C| \) and \( \tau_{AI} := \Delta A_I/|\dot{A}_I| \) for \( A_C \) and \( A_I \), respectively, over which each of them change by their standard deviations. From Eq. (10), their time-information uncertainty bounds are

\[
\tau_{AC} \sqrt{I^C_F} \geq 1 \quad \text{and} \quad \tau_{AI} \sqrt{I^I_F} \geq 1.
\]

The first bound generalizes Mandelstam-Tamm’s time-energy uncertainty relation to the coherent component of the evolution. The second bound generalizes the classical time-information uncertainty bound from Ref. [50] to the incoherent contribution to the dynamics of an observable for a quantum system with arbitrary differentiable dynamics. Note, though, that these apply to general regimes in which an open quantum system evolves under both coherent and incoherent dynamics. They provide alternate uncertainty relations to the quantum time-information uncertainty bound (5) that single out coherent and incoherent characteristic timescales.

**IV. SPEED LIMITS IN TERMS OF ENERGY VARIANCES**

One may be interested in bounds that depend on physical quantities that are experimentally more accessible than the different contributions to the Fisher information central to our results above. If we assume that the source of nonunitary dynamics is entanglement with an environment via a Hamiltonian \( H^\text{int}_t \) that includes all terms with support on both the system and the environment, it holds that

\[
I^C_F \leq 4(\Delta H_C)^2 \quad \text{and} \quad I^I_F \leq 4(\Delta H^\text{int}_I)^2.
\]

The standard deviation \( \Delta H^\text{int}_I \) is calculated in the joint state of the system and the environment. The bound in Eq. (14) on \( I^I_F \) was proven by Braunstein and Caves in Ref. [28]. We prove the new (loose) bound in Eq. (14) on \( I^C_F \) in Appendix D. When combined with the coherent-incoherent speed limits (12) and (11), Eq. (14) implies upper and lower bounds on \( |\dot{A}| \) in terms of energy uncertainties.

Certain physical quantities naturally evolve solely under incoherent dynamics. The von Neumann entropy \( S = -\text{Tr}(\rho_t \ln \rho_t) \) of a system is one example. Using \( \dot{S} = -\text{Tr}(\rho_t / dt \ln \rho_t) \) [82] and choosing \( A_I = -\ln \rho_t \) in Eq. (10) gives a bound

\[
|\dot{S}| \leq 2S \Delta H^\text{int}_I,
\]

set by the variance \( (\Delta S)^2 := \text{Tr}(\rho_t (\ln \rho_t)^2) - S^2 \) of the surprisal operator \( [-\ln \rho_t] \), whose expectation value is the von Neumann entropy. In other words, an uncertainty relation bounds the change in entropy of any open quantum system in terms of fluctuations in energy and in surprisal \( [-\ln \rho_t] \). This also plays the interesting role of determining the possible transitions between states of a quantum system [83]. Using \( \Delta S \leq \sqrt{(\ln(d-1))^2/4 + 1} \) [83,84] and \( \Delta H^\text{int}_I \leq \|H^\text{int}_I\| \), where \( \|H^\text{int}_I\| \) is the operator norm, we recover the small incremental entangling theorem [85,86].

Even though the Hamiltonian is generally not of the form of \( A_C \), since it need not commute with \( \rho_t \), a direct calculation with Eq. (6) shows that the energy of the system changes solely due to the time dependence of \( H_t \) or under the incoherent contribution to the dynamics. Thus, from Eqs. (10) and (14), it holds that

\[
\text{Tr}\left(\frac{d\rho_t}{dt} H_t\right) \leq \Delta H_C \sqrt{I^C_F} \leq \Delta H_t \Delta H^\text{int}_I,
\]

where \( H_C \) is the diagonal component of \( H_t \) as defined in Eq. (7) and we use \( \Delta H_C \leq \Delta H_t \). This result sets bounds on what is typically identified as the heat flux in the quantum thermodynamics of open systems [54,55] [87]. This new speed limit is a quantum analogue of the bound derived in Ref. [50] for classical stochastic thermodynamics.

**V. SATURATION AND TIGHTNESS OF THE SPEED LIMITS**

Here, we focus on the tightness of the main, new, coherent-incoherent speed limit (12) and how it compares to the speed limit (3). We find that the former provides a strictly tighter constraint on the rate of change of observables than the speed limit implied by the quantum Cramér-Rao bound. To see this, we use \( I_F = I^C_F + I^I_F \) and \( (\Delta A)^2 = (\Delta A_C)^2 + (\Delta A_I)^2 \) to prove that (Appendix F)
\[ \frac{\Delta A \sqrt{T_F}}{\Delta C \sqrt{T_F} + \Delta A \sqrt{T_F}} = \sqrt{1 + \frac{\Delta A C \sqrt{T_F} - \Delta A \sqrt{T_F}}{\Delta A C \sqrt{T_F} + \Delta A \sqrt{T_F}}}^2. \]  
\[(17)\]

which quantifies the improvement that the coherent-incoherent speed limit provides. The two bounds coincide when \( \Delta A C \sqrt{T_F} = \Delta A L \sqrt{T_F} \). This condition occurs for pure states \( \rho = |k \rangle \langle k | \) with purely coherent dynamics \( \{\Delta A\}^2 = \sum_j p_j A_{jj}^2 - (\sum_j p_j A_{jj})^2 = 0 \) and \( T_F = 0 \), in which case bounds (12) and (3) coincide with the one by Mandelstam and Tamam [11]. It also occurs for diagonal observables with purely incoherent dynamics (\( \Delta A C = 0 \) and \( T_F = 0 \)), in which case, both bounds coincide with the classical one derived in Ref. [50]. In contrast, whenever \( \Delta A C \sqrt{T_F} \neq \Delta A L \sqrt{T_F} \), our new coherent-incoherent speed limit (12) is tighter.

Taking advantage of the fact that \( \dot{a} = \text{cov}(A, L) \), \( \dot{a}_C = \text{cov}(A_C, L_C) \), and \( \dot{a}_L = \text{cov}(A_L, L_L) \), one can identify observables that evolve at the limiting speeds. The speed limit (3) saturates when \( \text{cov}(A, L) = \Delta A \Delta L \), which is the case for observables \( A \propto L \). Similarly, observables such that \( A_C \propto L_C \) and \( A_L \propto L_L \) saturate the coherent and incoherent speed limits (10) [89]. This property defines the role of Hermitian operators \( L_C \) and \( L_L \), evaluated at \( \rho_L \), as observables that evolve at their speed limits. We can also see how saturation of the coherent-incoherent speed limit can occur in cases when the speed limit (3) is looser: An operator \( A = a_C L_C + a_L L_L \) saturates the former but not the latter except when \( a_C = a_L \).

In fact, the “fast” coherent and incoherent operators \( L_C \) and \( L_Q \) are orthogonal to each other with respect to the inner product defined by the symmetrized covariance, \( \text{cov}(L_C, L_Q) = 0 \). Thus, they form part of an orthogonal basis of speed operators \( \{L_C, L_Q, L_{01}, \ldots, L_{d^2-2}\} \) that spans the space of Hermitian operators. Since evolution occurs only under coherent or incoherent dynamics, and \( \text{cov}(L_C, L_{0q}) = \text{cov}(L_Q, L_{0q}) = 0 \) by construction, the “still” operators \( \{L_{0q}\} \) do not evolve. Then, any observable expressed in terms of the preferred basis as \( A = a_C L_C + a_L L_L + \sum q a_q L_{0q} \) evolves with a speed \( \dot{a} = a_C \dot{T}_C + a_L \dot{T}_L \).

We can use this construction to understand the situations in which the reverse triangle inequality used to derive the lower speed limit (11) saturates. The bound \( |\dot{a}| \geq |\dot{a}_C| - \Delta A \sqrt{T_F} \) is saturated if \( \dot{a}_L = -\alpha_1 L_L \) with \( \alpha_1 \geq 0 \), while \( |\dot{a}| \geq |\dot{a}_L| - \Delta A \sqrt{T_F} \) saturates for \( A_C = -a_C L_C \) with \( a_C \geq 0 \). Once again, the preferred operator basis that contains \( L_C \) and \( L_L \) serves to characterize the speed of an observable and how far it is from saturating the upper and lower speed limits.

The following example illustrates how to construct observables that saturate the coherent and incoherent bounds. Consider a qubit with a Hamiltonian \( H = (\omega/2)\sigma_y \) and with incoherent dynamics driven by dephasing along \( \sigma_z \) with a rate \( \kappa \), described by \( U_t(d\chi/\kappa)U_t^\dagger = -\kappa\sigma_z[\sigma_z, \sigma_t] \) in Eq. (6). Let us consider the case when the qubit starts with \( \gamma = \text{Tr}(\rho_0 \sigma_y) = 0 \) (Fig. 1, left column).

The state of the qubit is parametrized as \( \rho_t = (1 + x\sigma_x + z\sigma_z)/2 \), where \( x = \text{Tr}(\rho_t \sigma_x) \) and \( z = \text{Tr}(\rho_t \sigma_z) \) are real numbers such that \( x^2 + z^2 \leq 1 \). Since the generators of dynamics preserve \( y = 0 \), we have that \( \text{cov}(L_C, \sigma_y) = \text{cov}(L_I, \sigma_y) = 0 \) (Appendix G). Then, \( \{L_C, L_I, \sigma_I, 1\} \) forms a complete basis of Hermitian operators, and since observables \( \sigma_I \) and \( \sigma_y \) are orthogonal to \( L_C \) and \( L_I \), they can be written as \( \sigma_{I,x,y,z} = a_{C,x} L_C + a_{I,x} L_I \). This means that the coherent and incoherent terms of observables \( \sigma_I \) and \( \sigma_C \) evolve at the speed limits allowed by their respective bounds (10). For the case of unitary dynamics (\( \kappa = 0 \)), this also means that the speed limit (3) saturates. However, when \( \kappa \neq 0 \), the latter is loose except when \( a_{I,x} = a_{C,x} \). Finally, saturation of the coherent-incoherent speed limits (12) and (11) depends on the relative signs of \( a_{C,x} \) and \( a_{I,x} \). Instead, if the system starts with \( y = 0 \), the fast operators have components on \( \{\sigma_I, \sigma_y, \sigma_z\} \), which means that observables \( \sigma_{I,x,y,z} \) do not have expressions solely in terms of the fast operators \( L_C \) and \( L_I \). Thus, the coherent-incoherent speed limits are typically not saturated in this case (Fig. 1, right column).

These observable-dependent bounds can vary significantly from one observable to another for a given system, as shown by the bounds on the speeds of \( \sigma_I \) and \( \sigma_y \) that Fig. 1 depicts. This example illustrates the spirit of our initial aim: to find bounds that better capture the speed of physical observables than speed limits in Hilbert space. The bounds obtained from the coherent-incoherent decomposition of the dynamics capture the dynamics better than those derivable from the quantum Cramér-Rao bound.

VI. BOUNDS ON INTEGRATED QUANTITIES

The Fisher information has interesting connections to the geometry of the space of probability distributions and of state space [18,53,61,67,90–93]. For small changes in \( t \), the quantum Fisher information is related to the Bures distance \( D_B(\rho_l, \rho_{l+\delta}) \) between neighboring states by

\[ ds^2 = D_B^2(\rho_l, \rho_{l+\delta}) = \frac{T_F}{4} dt^2, \]

(18)

defining a metric in the space of density operators [91]. The Bures distance between any two states \( \rho_1 \) and \( \rho_2 \) is defined by \( D_B(\rho_1, \rho_2) := \sqrt{2} \sqrt{1 - \sqrt{F(\rho_1, \rho_2)}} \), where \( F(\rho_1, \rho_2) := (\text{Tr}(\sqrt{\sqrt{\rho_1} \sqrt{\rho_2}})^2 \) is the Uhlmann fidelity. This connection has been exploited in the literature to derive a lower bound on the time needed for a system to evolve between orthogonal states [18,94].
Bures angle length $L$ relates the change in the observable to the Bures length $Z$.

**Equations (3) and (18) lead to an integrated bound that relates the change in the observable to the Bures length $\mathcal{L}(\rho_i, \rho_f)$ of the path followed by the system:**

$$\int_0^t \frac{|\dot{a}|}{\Delta A} dt \leq \int_0^t \sqrt{\mathcal{L}} dt = 2 \int_{\rho_i}^{\rho_f} ds = 2\mathcal{L}(\rho_i, \rho_f). \quad (19)$$

This new bound shows how the path taken by the system in state space puts constraints on the corresponding evolution of system observables. In particular, note that $A$ is not the Hamiltonian or the generator of evolution but an arbitrary observable of interest. The geodesic is the path that minimizes $\mathcal{L}(\rho_i, \rho_f)$, and its length is given by the Bures angle length $\mathcal{L}_{\min}(\rho_i, \rho_f) = \arccos[\sqrt{\mathcal{F}(\rho_i, \rho_f)}]$ \cite{10, 91}. Figure 2 illustrates the constraints that Eq. (19) imposes on different paths taken by the system in state space.

Along the lines similar to the previous integrated bound, the change of an observable due to the change in the state from $\rho_i$ to $\rho_f$ over a time $\tau$ satisfies (Appendix H)
\[
|a(\tau)| = \left| \int_0^{\tau} \dot{a} \, dt \right| \leq 2 \int_{\rho_i}^{\rho_f} \Delta \text{Ads} \\
\leq 2 \sqrt{\mathcal{J}(\rho_i, \rho_f) \frac{1}{\tau} \int_0^{\tau} (\Delta A)^2 \, dt}. \tag{20}
\]

The total change is thus bounded by the integrated fluctuations of the observable over the path through Hilbert space. This, in turn, is bounded by the integrated observable fluctuations and the divergence of the path \( \mathcal{J}(\rho_i, \rho_f) := \tau \int_0^{\tau} \mathcal{I}_F \, dt \) in state space \([69,92,93]\).

The decomposition of dynamics into incoherent and coherent terms also provides a way to quantify the integrated contribution of each of them to the change in an observable. Often, quantum phenomena necessitate unitary dynamics in order to benefit from quantum mechanical advantages. For example, unavoidable incoherent effects stemming from experimental imperfections in isolating, preparing, or driving a system amount to errors in the resulting dynamics, hindering quantum cryptographic protocols \([95]\) and computing \([96-98]\) or destroying quantum correlations \([99-101]\). Integrating bound \((10)\) on the incoherent contribution to the change of an observable gives a bound on how much the incoherent dynamics affects an observable:

\[
|a(\tau) - a_C(\tau)| = |a_I(\tau)| = \left| \int_0^{\tau} \text{cov}(A_I, L_I) \, dt \right| \\
\leq \int_0^{\tau} \Delta A_I \sqrt{\mathcal{I}_F} \, dt. \tag{21}
\]

This bound can be interpreted as quantifying the error that incoherent dynamics induces to the desired change \( a_C(\tau) \) in an observable \( A \), had the system evolved according to an ideal unitary evolution. An observable that cannot discriminate eigenstates of \( \rho_i \) along its evolution, in the sense of \( \langle j | A | j \rangle = \langle k | A | k \rangle \ \forall \ j, k \), obeys \( \Delta A_I = 0 \) and thus does not accumulate an error due to incoherent evolution.

Alternatively,

\[
|a(\tau) - a_I(\tau)| = \left| \int_0^{\tau} \text{cov}(A_C, L_C) \, dt \right| \\
\leq \int_0^{\tau} \Delta A_C \sqrt{\mathcal{I}_F} \, dt \tag{22}
\]

bounds the maximum deviation that coherent dynamics can induce to an incoherent process driving an observable \( A \). The looser bound \( |a(\tau) - a_I(\tau)| \leq 2 \sqrt{\mathcal{J}_C(\rho_i, \rho_f) (1/\tau) \int_0^{\tau} (\Delta A_C)^2 \, dt} \) holds in terms of the quantum divergence \( \mathcal{J}_C(\rho_i, \rho_f) := \tau \int_0^{\tau} \mathcal{I}_F \, dt \) of the path.

The maximum coherent speedup at any given time occurs when the coherent speed limit is saturated, e.g., when \( L_C = A_C \) (see Sec. V). Using Eq. \((8a)\), we prove in Appendix I that the Hamiltonian

\[
H_I^{\text{speedup}} := -\lambda_i \sum_{j \neq k} \frac{\rho_j + \rho_k}{P_j - P_k} A_{jk} | j \rangle \langle k | \tag{23}
\]

drives observable \( A \) at such a speed limit. Here, the prefactor \( \lambda_i \) sets the energy scale and would typically be determined by the available resources. The Hamiltonian \( H^\text{speedup} \) is tailored to the state of the system and the observable of interest, and makes optimal use of the energetic resources to coherently drive the observable at its speed limit and, as a result, change it by a value \( |a_C(\tau)| = \int_0^{\tau} \Delta A_C \sqrt{\mathcal{I}_F} \, dt = \int_0^{\tau} (\mathcal{I}_F / \lambda_i) \, dt \) within a time \( \tau \).

In Appendix I, we illustrate how to exploit \( H^\text{speedup} \) to enhance an incoherent process that erases information stored in a qubit. We consider a system initialized in state \( |\Psi_0\rangle = a|0\rangle + b|1\rangle \), with \( a \) and \( b \) real, for simplicity, and assume that it is critical to hide from an adversary the fact that \( z_0 := \langle \sigma_z |0\rangle = a - b \) is not equal to zero. An incoherent dynamics, modeled by a Lindblad master equation \( \dot{\rho}_i = \gamma \sum_{l=0,1} (L_l \rho_i L_l^\dagger - \frac{1}{2} [L_l^\dagger L_l, \rho_i]) \) with jump operators \( L_0 = |r\rangle \langle 1| \) and \( L_1 = |r\rangle \langle 0| \), drives the system to an orthogonal state \( |r\rangle \) at a rate \( \gamma \). Since \( \langle r | \sigma_z | r \rangle = 0 \), this dynamics incoherently erases \( z_0 \) at a rate \( \gamma \). We find that the optimal Hamiltonian \((23)\) that coherently enhances such a process is given by \( H_I^{\text{speedup}} = \epsilon [\text{sign}(z_i/|z_i|) \langle x_i \rangle] \sigma_y \), where \( \epsilon := \| H^\text{speedup} \| \) is set by the available energetic resources. While the purely incoherent dynamics hides the fact that \( z_0 \neq 0 \) at a rate \( -z_i^\text{incoh} / |z_i^\text{incoh}| = \gamma \), the unitarily enhanced process leads to a faster rate of \( -z_i / |z_i| \).

In this way, the new speed limits \((10), (12), \) and \((11)\), and the bounds \((21)\) and \((22)\), pave the way to a systematic study of quantum speedups by identifying speed limits due to (i) incoherent dynamics, (ii) unitary quantum dynamics, and (iii) arbitrary quantum dynamics, and in doing so, to a better understanding of the regimes in which enhancements due to coherent dynamics occur.

**VII. CONCLUSIONS**

We derived speed limits on expectation values of observables for a quantum system evolving under arbitrary differentiable dynamics. These bounds distinguish between classes of observables \( A_Q \) driven solely by the Hamiltonian of a system and classes of observables \( A_C \) driven solely by incoherent dynamics. An observable \( A \) will typically have contributions, \( A = A_C + A_I \), and its speed will be bounded by a linear combination of the coherent Fisher information \( \mathcal{I}_F \) and the incoherent Fisher information \( \mathcal{I}_I \), weighted by associated fluctuations in the contributions to the observable.

This division of dynamics in terms of coherent and incoherent contributions was crucial to deriving upper bounds on speed that are tighter than those implied by
the quantum Cramér-Rao bound, where we exploited the fact that the quantum Cramér-Rao bound is loose when applied to a particular (nonoptimized) estimator. Our framework also allowed us to (i) prove lower bounds on the speed of evolution, (ii) quantify the effects from nonunitary open dynamics of a quantum system, and (iii) quantify the speedups that coherent dynamics can provide to incoherent processes.

We expect these advances to broaden the field of applications of quantum speed limits by better capturing the timescales that are involved in the dynamics of different physical system observables. Our work also takes a step towards speed limits that correctly capture the dynamics of many-body systems, where it is known that speed limits are largely loose in estimating relevant timescales, e.g., for thermalization of quantum systems [102,103]. A particularly interesting avenue for future research is that of incorporating constraints on the dynamics of physical systems, such as locality [104], integrability [105], or those imposed by limited controllability [106–109].
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APPENDIX A: EQUATION OF MOTION FOR THE EXPECTATION VALUE OF OBSERVABLES

In this appendix, we derive Eq. (2) of Sec. II in the main text; i.e., we show that the change in the expectation value of an observable is characterized by the covariance between the observable and the symmetric logarithmic derivative.

Since the symmetric logarithmic derivative $L$ is implicitly defined by the expression $(d\rho_t/dt)_L = \frac{1}{2} L \rho_t$, where $[A, B] = AB + BA$ denotes an anticommutator, we see that the change in an observable due to changes in the state satisfies

$$\text{Tr} \left( \frac{d\rho_t}{dt} A \right) = \text{Tr} \left( \frac{1}{2} \{ \rho_t, L \} A \right)$$
$$= \frac{1}{2} \text{Tr} (\rho_t \{ L, A \})$$
$$= \frac{1}{2} \text{Tr} (\rho_t \{ L, A \}) - \langle L \rangle \langle A \rangle$$
$$= \text{cov}(L, A) = \dot{a}, \quad (A1)$$

where we use the facts that the trace is cyclic and that $(L) = \text{Tr}(\rho_t L) = \frac{1}{2} \text{Tr}(\{ \rho_t, L \}) = \text{Tr}(d\rho_t/dt) = 0$ for trace-preserving dynamics. Here, $\text{cov}(A, L) := \frac{1}{2} \text{Tr}(\rho_t \{ A, L \}) - \langle A \rangle \langle L \rangle$ is the symmetrized covariance between operators $L$ and $A$.

The expectation value $\langle A \rangle = \text{Tr}(A \rho_t)$ thus follows the equation of motion

$$\frac{d\langle A \rangle}{dt} = \text{Tr} \left( \frac{d\rho_t}{dt} A \right) + \langle \frac{dA}{dt} \rangle$$
$$= \text{cov}(L, A) + \langle \frac{dA}{dt} \rangle = \dot{a} + \langle \frac{dA}{dt} \rangle, \quad (A2)$$

which is Eq. (2) of the main text.

APPENDIX B: ASSUMPTIONS ON THE SUPPORT OF THE STATE

In this appendix, we study the effect that a change in the rank of the state has on the speed of an observable. Specifically, we show that bound (3) in the main text is exact for states with constant support, and we obtain an estimate of the error to the bound in cases when the rank of the state changes and the incoherent Fisher information diverges.

In deriving the first general bound [Eq. (3) in the main text]

$$|\dot{a}| \leq DA \sqrt{I_F}, \quad (B1)$$

we disregard the contribution of levels $j$ such that $p_j = 0$. Here, we quantify the error introduced by this and argue that such an assumption gives a good approximation for most times for differentiable continuous evolution.

Defining $\delta A := A - \langle A \rangle$, we find

$$|\dot{a}| = \left| \text{Tr} \left( \delta A \frac{d\rho_t}{dt} \right) \right| = \sum_{jk} \delta A_{jk} \langle k | \frac{d\rho_t}{dt} | j \rangle$$
$$= \sum_{p_j, p_k \neq 0} \delta A_{jk} \langle k | \frac{d\rho_t}{dt} | j \rangle + \sum_{p_j, p_k = 0} \delta A_{jk} \langle k | \frac{d\rho_t}{dt} | j \rangle$$
$$\leq \sum_{p_j, p_k \neq 0} \delta A_{jk} \langle k | \frac{d\rho_t}{dt} | j \rangle + \sum_{p_j, p_k = 0} \delta A_{jk} \langle k | \frac{d\rho_t}{dt} | j \rangle , \quad (B2)$$
where we set aside the sum of terms with \( p_j = 0 \) and denote matrix elements by \( \langle k | \delta A | j \rangle = \delta A_{jk} \). The first term includes all contributions to the rate of change that satisfy \( p_j \neq 0 \), as assumed in the main text, giving rise to Eq. (B1), which is also Eq. (3) in the main text. The second term thus contains all factors that are disregarded in the bound \( |\dot{a}| \leq \Delta A \sqrt{\mathcal{F}} \) when states with \( p_j = 0 \) exist.

For the second term, using the fact that any trace-preserving differentiable evolution can be expressed as

\[
\frac{d}{dt} \rho_t = -i[H_t, \rho_t] + U_t \frac{dx_t}{dt} U_t^\dagger,
\]

and that \( \langle j \rangle = U_t \langle j \rangle_0 \) and \( \chi_t = \sum_j p_j \langle j \rangle_0 \langle j | \), we find that

\[
\sum_{p_j, p_k=0} \delta A_{jk} \langle k | \frac{dp_j}{dt} | j \rangle = \sum_{p_j, p_k=0} \delta A_{jk} \langle k | U_t \frac{dx_t}{dt} U_t^\dagger | j \rangle
\]

\[
= \sum_{p_j, p_k=0} \delta A_{jk} \langle k | U_t \sum_l \dot{\rho}_t | l \rangle_0 \langle l | U_t^\dagger | j \rangle
\]

\[
= \sum_{p_j=0} \sum_{p_k=0} \dot{\rho}_t \delta A_{jk} \langle k | \langle l | | j \rangle
\]

\[
= \sum_{p_j=0} \dot{\rho}_t \delta A_{jj} = \sum_{\{p_j=0\}} \dot{\rho}_t A_{jj}.
\]  

(B4)

This term, which would result in a correction to Eq. (10b) in the main text, contributes very little to the rate of change of \( \dot{a} \) for continuous evolutions because it is nonzero only for infinitesimal moments in time in which a nonpopulated state \( j \) acquires a nonzero probability \( p_j \). Whenever a state has constant support, the error term is zero.

APPENDIX C: COHERENT AND INCOHERENT CONTRIBUTIONS TO SPEED LIMITS ON OBSERVABLES

In this appendix, we derive speed limits on the coherent and incoherent contributions of an observable, proving Eqs. (10a), (10b), and (12) of Sec. III in the main text.

The dynamics of any quantum system can be decomposed in terms of coherent and incoherent contributions as

\[
\frac{d}{dt} \rho_t = -i[H_t, \rho_t] + U_t \frac{dx_t}{dt} U_t^\dagger,
\]

where the Hamiltonian \( H_t := i(dU_t/dt)U_t^\dagger \) drives the coherent dynamics and where \( \chi_t = \sum_j p_j \langle t | \langle j \rangle_0 \langle j | \), the eigenvalues of \( \rho_t = \sum_j p_j \langle j \rangle_\langle j | \) are \( \{p_j(t)\} \), and \( |j \rangle = U_t \langle j \rangle_0 \).

Similarly, different components of an observable will evolve under the coherent and incoherent contributions to the dynamics. We define a coherent-incoherent separation of the observable of interest \( A = A_C + A_I \), with

\[
A_C := \sum_{j \neq k} A_{jk} \langle j | \langle k | , \quad A_I := \sum_j A_{jj} \langle j | \langle j |.
\]  

(C2)

The change \( \dot{a}_C := \text{Tr}(d\rho_t/dt A_C) \) of the observable’s coherent component is

\[
\dot{a}_C = \sum_{j \neq k} A_{jk} \langle k | \frac{dp_j}{dt} | j \rangle = -i \sum_{j \neq k} A_{jk} \langle k | [H_t, \rho_t] | j \rangle + \sum_{j \neq k} A_{jk} \langle k | U_t \frac{dx_t}{dt} U_t^\dagger | j \rangle
\]

\[
= -i \sum_{j \neq k} A_{jk} \langle k | [H_t, \rho_t] | j \rangle \frac{p_j + p_k}{p_j + p_k} + \sum_{j \neq k} A_{jk0} \langle k | \sum_l \rho_t(t) | l \rangle_0 \langle l | | j \rangle_0
\]

\[
= \frac{1}{2} \text{Tr}(A_C L_C \rho_t) + \frac{1}{2} \text{Tr}(A_C \rho_t L_C) + \sum_{j \neq k} A_{jk} \dot{\rho}_t(t) \delta_{jk}
\]

\[
= \text{cov}(A_C, L_C),
\]

(C3)

where we used the fact that the diagonal components \( A_{jj} \) of the coherent component \( A_C \) of the observable are zero, and that conservation of probability gives \( \langle L_C \rangle = 0 \), where

\[
L_C := -2i \sum_{j \neq k} \frac{\langle j | [H_t, \rho_t] | k \rangle}{p_j + p_k} | j \rangle \langle k |
\]

\[
= -2i \sum_{j \neq k} \frac{\langle k | [H_t, \rho_t] | j \rangle}{p_j + p_k} | k \rangle \langle j |.
\]  

(C4)

The speed limit follows from the Cauchy-Schwarz inequality:

\[
|\dot{a}_C| = |\text{cov}(A_C, L_C)| = \frac{1}{2} \text{Tr}(\rho_t \delta A_C \delta L_C) + \text{Tr}(\rho_t \delta L_C \delta A_C) \leq \frac{1}{2} \left\{ \sqrt{\text{Tr}(\rho_t (\delta A_C)^2)} \sqrt{\text{Tr}(\rho_t (\delta L_C)^2)} \right\} = \Delta A \Delta L_C.
\]  

(C5)

where we define \( \delta A_C := A_C - \langle A_C \rangle \) and \( \delta L_C := L_C - \langle L_C \rangle \).

A direct calculation further shows that

\[
\Delta L_C = \text{Tr}(\rho_t L_C^2) = \mathcal{F}_C^2 = 2 \sum_{j \neq k} \frac{|\langle j | [H_t, \rho_t] | k \rangle|^2}{p_j + p_k}
\]

(C6)
is the coherent contribution to the quantum Fisher information.

This then proves Eq. (10a) in the main text:

\[ |d_C| = |\text{cov}(A, L_C)| \leq \Delta A \Delta L_C = \Delta A_C \sqrt{\mathcal{I}_C}. \quad (C7) \]

For the evolution of the incoherent part, we use the fact that \( A_I \) is diagonal in the basis of \( \rho_i \), so that

\[
\dot{a}_I = \sum_{jk} \delta A_{jj}(k) \frac{d\rho_i}{dt} |j\rangle = \sum_j \delta A_{jj}(j) U_i \frac{d\rho_i}{dt} U_j^\dagger |j\rangle = \sum_j \delta A_{jj} \hat{p}_j(t) = \sum_j \delta A_{jj} \dot{p}_j(t).
\]

This becomes identical to the expression for the change in a classical observable acting on a classical stochastic system. And disregarding states with \( p_j = 0 \) (see Appendix B for an expression of the error introduced by this), we get

\[
\dot{a}_I = \sum_j \dot{p}_j(t) A_{jj} = \sum_j p_j \frac{\dot{p}_j(t)}{p_j} A_{jj} = \sum_j p_j \frac{d}{dt} \ln(p_j) A_{jj}
\]

\[= \text{Tr}(\rho_i A_I) = \text{cov}(A_I, L_I), \quad (C10)\]

where we used the fact that \( \langle L_I \rangle = 0 \). The Cauchy-Schwarz inequality then gives

\[|\dot{a}_I| = |\text{cov}(A_I, L_I)| \leq \Delta A_I \Delta L_I = \Delta A_I \sqrt{\mathcal{I}_I}. \quad (C11)\]

which proves Eq. (10b) in the main text.

Combining the results gives

\[|\dot{a}| = |\dot{a}_C| + |\dot{a}_I| \leq \Delta A_C \sqrt{\mathcal{I}_C} + \Delta A_I \sqrt{\mathcal{I}_I}, \quad (C12)\]

proving the coherent-incoherent decomposition of the central bound in the main text, Eq. (12).

The reverse triangle inequality [81] implies that \( |x + y| \geq |x| - |y| \). Combining this with the fact that \( \dot{a} = \dot{a}_C + \dot{a}_I \) and with bounds (C7) and (C12) gives

\[|\dot{a}| = |\dot{a}_C + \dot{a}_I| \geq |\dot{a}_C| - |\dot{a}_I| \geq |\dot{a}_C| - \Delta A_I \sqrt{\mathcal{I}_C}, \quad (C13)\]

\[|\dot{a}| = |\dot{a}_C + \dot{a}_I| \geq |\dot{a}_I| - |\dot{a}_C| \geq |\dot{a}_I| - \Delta A_C \sqrt{\mathcal{I}_C}. \quad (C14)\]

This proves the lower speed limit in Eq. (11) of the main text.

Finally, we note that the quantum Fisher information defined by Eq. (4) in the main text can be decomposed in terms of the coherent and incoherent contributions to the dynamics, \( \mathcal{I}_F = \mathcal{I}_C^I + \mathcal{I}_I \), with

\[
\mathcal{I}_C^I := \Delta L_C = 2 \sum_{jk} |\langle j| [H, \rho_j] |k\rangle|^2, \quad \mathcal{I}_I := \sum_j p_j \left( \frac{d}{dt} \ln(p_j) \right)^2. \quad (C15)\]

**APPENDIX D: UPPER BOUND ON THE INCOHERENT FISHER INFORMATION**

In this appendix, we derive an upper bound on the incoherent Fisher information for a system interacting with an environment. We prove the second part of Eq. (14) in Sec. IV of the main text, and we prove that the bound is loose.

The quantum Fisher information is \( \mathcal{I}_F = \mathcal{I}_C^I + \mathcal{I}_I \), where

\[
\mathcal{I}_C^I := 2 \sum_{jk} |\langle j| [H, \rho_j] |k\rangle|^2, \quad \mathcal{I}_I := \sum_j p_j \left( \frac{d}{dt} \ln(p_j) \right)^2. \quad (D1)\]

Braunstein and Caves proved an upper bound to the coherent Fisher information,

\[\mathcal{I}_C^I \leq 4(\Delta H_I)^2, \quad (D2)\]

where \( H_I \) is the Hamiltonian of the system [53]. Equality holds only if the state is pure or in the trivial case \( H_I \propto \mathbb{I} \).

Here, we prove an analogous bound for the incoherent Fisher information,

\[\mathcal{I}_I^I = \sum_j p_j \left( \frac{d}{dt} \ln(p_j) \right)^2 = \sum_j \left( \frac{\dot{p}_j}{p_j} \right)^2. \quad (D3)\]

Let us assume that the incoherent dynamics stems from the interaction between the system and a second system, i.e., an environment. The two interact via a Hamiltonian \( H^\text{int}_I \). Then, if \( H_I \) and \( H^\text{int}_I \) represent the Hamiltonians of the system of interest and the environment, the total system-environment Hamiltonian is \( H^\text{tot}_I = H_I \otimes 1_E + 1_S \otimes H^\text{int}_I \). Note that self-Hamiltonians \( H_I \) and \( H^\text{int}_I \) do not change the eigenvalues of the state of the system, so \( H^\text{int}_I \) is the only source of \( \mathcal{I}_I^I \neq 0 \). We assume that \( H^\text{int}_I \) has support on the Hilbert space of the system and the environment and that it acts on the state causing incoherent dynamics of the system. This excludes, for instance, cases in which the system or the environment are in eigenstates of \( H^\text{int}_I \).
Then, we have
\[ \dot{p}_j = \langle j | \frac{d\rho_t}{dt} | j \rangle = \langle j | -i[H_i, \rho_t] - iTr_\mathcal{E}(\{H_i^{\text{int}}, \rho_t^{\mathcal{SE}}\}) | j \rangle \]
\[ = -i \sum_{\epsilon} \langle j | \langle \epsilon | [H_i^{\text{int}}, \rho_t^{\mathcal{SE}}] | \epsilon \rangle | j \rangle, \quad (D4) \]
where \( \rho_t^{\mathcal{SE}} \) is the joint state of the system \( \mathcal{S} \) and the environment \( \mathcal{E} \), \( \rho_t := \text{Tr}_\mathcal{E}(\rho_t^{\mathcal{SE}}) = \sum_\epsilon \langle \epsilon | \rho_t^{\mathcal{SE}} | \epsilon \rangle \) is the state of the system, and \( \{ | \epsilon \rangle \} \) denotes an arbitrary basis in the Hilbert space of \( \mathcal{E} \). Defining the projector \( X_j := \sum_\epsilon | \epsilon \rangle \langle \epsilon | | j \rangle \langle j | \) and the shifted Hamiltonian \( \delta H_i^{\text{int}} := H_i^{\text{int}} - Tr(H_i^{\text{int}} \rho_t^{\mathcal{SE}}) \), we get
\[ T'_F = \sum_j \frac{(\dot{p}_j)^2}{p_j} = \sum_j \frac{[\sum_\epsilon \langle j | [H_i^{\text{int}}, \rho_t^{\mathcal{SE}}] | \epsilon \rangle | j \rangle]^2}{p_j} = \sum_j \frac{[\text{Tr}(X_j [\delta H_i^{\text{int}}, \rho_t^{\mathcal{SE}}])]^2}{p_j} \]
\[ \leq \sum_j \frac{2[\text{Tr}(X_j \delta H_i^{\text{int}} \rho_t^{\mathcal{SE}})]^2}{p_j} = 4 \sum_j \frac{[\text{Tr}(X_j [\delta H_i^{\text{int}} \sqrt{\rho_t^{\mathcal{SE}}} \sqrt{\rho_t^{\mathcal{SE}}} X_j])]^2}{p_j} \]
\[ \leq 4 \sum_j \frac{\text{Tr}(X_j \delta H_i^{\text{int}} \rho_t^{\mathcal{SE}} \delta H_i^{\text{int}} X_j) \text{Tr}(X_j \rho_t^{\mathcal{SE}})}{p_j} = 4 \sum_j \frac{\text{Tr}(X_j \delta H_i^{\text{int}} \rho_t^{\mathcal{SE}} \delta H_i^{\text{int}}) \text{Tr}(X_j \rho_t^{\mathcal{SE}})}{p_j} \]
\[ = 4 \sum_j \frac{\text{Tr}(\text{Tr}_\mathcal{E}(\delta H_i^{\text{int}} \rho_t^{\mathcal{SE}} \delta H_i^{\text{int}})) | j \rangle \langle j | \rho_t^{\mathcal{SE}}}{p_j} = 4 \sum_j \frac{\text{Tr}(\delta H_i^{\text{int}})^2 \rho_t^{\mathcal{SE}}}{p_j} = 4(\Delta H_i^{\text{int}})^2. \quad (D5) \]

We used the fact that \( | \text{Tr}(ABC) | = | \text{Tr}(ACB) | \) holds for Hermitian operators in the third line. We also used the facts that \( X_j \) is a projector and \( \rho_t^{\mathcal{SE}} \) is positive to apply the Cauchy-Schwarz inequality on line four. The variance of the interaction Hamiltonian between the system and the environment is \( (\Delta H_i^{\text{int}})^2 \) := \( \text{Tr}(\delta H_i^{\text{int}})^2 \rho_t^{\mathcal{SE}} \). Then, we get the second part of Eq. (14) in the main text:
\[ T'_F \leq 4(\Delta H_i^{\text{int}})^2, \quad (D6) \]
mirroring the bound on the coherent Fisher information in terms of the variance of the system Hamiltonian, i.e., the first part of Eq. (14) in the main text.

The proof of Eq. (D5) involves the Cauchy-Schwarz inequality between the operators \( V_j := X_j \delta H_i^{\text{int}} \sqrt{\rho_t^{\mathcal{SE}}} \) and \( W_j := \sqrt{\rho_t^{\mathcal{SE}}} \), which is tight if and only if \( V_j = [\text{Tr}(V_j W_j^*)/\text{Tr}(W_j W_j^*)] W_j \) or, in the trivial case, when one of the operators is null. We now prove that the former is never the case. We have that
\[ \sum_j \text{Tr}(V_j \sqrt{\rho_t^{\mathcal{SE}}}) = \sum_j \text{Tr}(X_j \delta H_i^{\text{int}} \rho_t^{\mathcal{SE}}) = \text{Tr}(\delta H_i^{\text{int}} \rho_t^{\mathcal{SE}}) = 0, \quad (D7) \]
where we used \( \delta H_i^{\text{int}} := H_i^{\text{int}} - Tr(H_i^{\text{int}} \rho_t^{\mathcal{SE}}) \). This proves that one cannot have \( V_j \propto W_j \) and that the bound in Eq. (D5) is loose except in the trivial case when both sides of the inequality are null, as stated after Eq. (14) in Sec. IV of the main text.

**APPENDIX E: A COROLLARY—SMALL INCREMENTAL ENTANGLING THEOREM WITHOUT ANCILLAS**

In this appendix, we focus on speed limits for the von Neumann entropy, which result in a simple proof of the small incremental entangling theorem in the ancilla-free case stated below Eq. (15) in the main text:
\[ |S| \leq \text{Tr} |H_i^{\text{int}}|. \]

The von Neumann entropy can be expressed as the expectation value of the surprisal operator \(-\ln \rho_i\), \( S = \langle -\ln \rho_i \rangle = -\text{Tr}(\rho_i \ln \rho_i) \). Following Refs. [83,84], the variance of the surprisal operator satisfies
\[ \sum_j \text{Tr}(W_j \sqrt{\rho_t^{\mathcal{SE}}}) = \sum_j \text{Tr}(X_j \rho_t^{\mathcal{SE}}) = \text{Tr}(\rho_t^{\mathcal{SE}}) = 1, \quad (D8) \]
where we used the fact that \(\ln(x) = \ln(2)\log(x)\), with \(\log(x) := \log_2(x)\). Combined with Eqs. (14) and (15), this gives

\[
|\tilde{S}| \leq \Delta S \sqrt{\mathcal{I}_F^C + \mathcal{I}_F^I} \leq \sqrt{(\ln(d-1))^2 + 4\Delta H_{int}^\text{int}},
\]  

(E2)

where \(d\) is the dimension of the Hilbert space of the system. In the limit \(d \gg 1\), this is

\[
|\tilde{S}| \lesssim \ln(d)\Delta H_{int}^\text{int} \leq \ln(d)\|H_{int}^\text{int}\|,
\]  

(E3)

where the spectral norm \(\|H_{int}^\text{int}\|\) is given by the largest eigenvalue of \(H_{int}^\text{int}\). The last inequality recovers the scaling of the small entangling theorem in the ancilla-free case [85,86].

**APPENDIX F: COMPARISON OF THE COHERENT-INCOHERENT BOUND (12) AND BOUND (3)**

Here, we compare the novel bound (12) with bound (3), derivable from the Cramér-Rao inequality. We show that the former is tighter than the latter, and we prove Eq. (17) of Sec. V in the main text.

Equation (3) in the main text reads

\[
|\dot{a}| \leq \Delta A \sqrt{\mathcal{I}_F^C}.
\]  

(F1)

We now prove that this speed limit is looser than the coherent-incoherent upper bound [Eq. (12) in the main text], which reads

\[
|\dot{a}| \leq |\dot{a}_C| + |\dot{a}_I| \leq \Delta A_C \sqrt{\mathcal{I}_F^C} + \Delta A_I \sqrt{\mathcal{I}_F^I},
\]  

(F2)

where \(\mathcal{I}_F^C = \mathcal{I}_F^{C1} + \mathcal{I}_F^{C2}\). To do this, we first note that \(A = A_C + A_I\), with

\[
A_C := \sum_{j \neq k} A_{jk} |j\rangle \langle k|, \quad A_I := \sum_j A_{jj} |j\rangle \langle j|,
\]  

(F3)

which implies that \(\text{Tr}(\rho_A) = \text{Tr}(\rho A_I)\) and \(\text{Tr}(\rho A_C) = 0\). Then,

\[
(\Delta A)^2 = \text{Tr}(\rho(\mathcal{A}_C + \mathcal{A}_I)^2) - [\text{Tr}(\rho(\mathcal{A}_C + \mathcal{A}_I))]^2
\]

\[
= \text{Tr}(\rho A_C^2) + \text{Tr}(\rho A_I^2) + 2\text{Tr}(\rho A_C A_I) - [\text{Tr}(\rho A)]^2
\]

\[
= (\Delta A_C)^2 + (\Delta A_I)^2,
\]  

(F4)

where, in the last line, we used the fact that \(\text{Tr}(\rho A_C A_I) = \sum_{jk} p_{jk} (A_C)_{jk} (A_I)_{kj} = 0\) since \(A_C\) has zero diagonal elements while \(A_I\) is nonzero only on the diagonal.

Dividing the right-hand side of Eq. (F1) by the right-hand side of Eq. (F2) gives

\[
\frac{\Delta A \sqrt{\mathcal{I}_F^C}}{\Delta A_C \sqrt{\mathcal{I}_F^C} + \Delta A_I \sqrt{\mathcal{I}_F^I}} \leq \sqrt{\frac{(\Delta A_C)^2 + (\Delta A_I)^2}{(\Delta A_C)^2 (\Delta A_I)^2 (\mathcal{I}_F^C + \mathcal{I}_F^I)^2}}
\]

\[
= \sqrt{\frac{(\Delta A_C)^2 (\mathcal{I}_F^C + \mathcal{I}_F^I)^2}{(\Delta A_C)^2 (\mathcal{I}_F^C + \mathcal{I}_F^I)^2}}
\]

\[
= \sqrt{1 + \frac{(\Delta A_C \sqrt{\mathcal{I}_F^C} - \Delta A_I \sqrt{\mathcal{I}_F^I})^2}{(\Delta A_C \sqrt{\mathcal{I}_F^C} + \Delta A_I \sqrt{\mathcal{I}_F^I})^2}} \geq 1,
\]  

(F5)

proving Eq. (17) in the main text. This shows that the coherent-incoherent bound (F2) is tighter than Eq. (F1) [bound (12) is tighter than Eq. (3) in the main text]. The bounds coincide only when \(\Delta A_C \sqrt{\mathcal{I}_F^C} = \Delta A_I \sqrt{\mathcal{I}_F^I}\).

**APPENDIX G: COMPARING THE BOUNDS ON A QUBIT**

In this appendix, we present detailed derivations for the last two paragraphs of Sec. V and for Fig. 1 in the main text. Specifically, we construct operators that saturate the
coherent and incoherent bounds for a qubit suffering dephasing and use these results to compare bounds (3), (10), and (12) in the main text.

Let us consider a qubit with Hamiltonian
\[ H = \frac{\omega}{2} \sigma_y \] (G1)
and state
\[ \rho_t = \frac{1 + x\sigma_x + z\sigma_z}{2}, \] (G2)
constrained to the \( y = \mathrm{Tr}(\rho\sigma_y) = 0 \) plane, with \( x = \mathrm{Tr}(\rho\sigma_x) \) and \( z = \mathrm{Tr}(\rho\sigma_z) \).

We have
\[ [H, \rho_t] = \frac{\omega}{2} \left( \frac{x}{2} [\sigma_y, \sigma_z] + \frac{z}{2} [\sigma_y, \sigma_z] \right) = i\frac{\omega}{2} (-x\sigma_z + z\sigma_x), \] (G3)
which means that
\[ L_C = -2i \sum_{j\neq k} \frac{\langle j | H_t | k \rangle | k \rangle \langle j |}{(p_j + p_k)} \]
\[ = \omega \sum_{j \neq k} \langle j | (-x\sigma_z + z\sigma_x) | k \rangle \langle k | \langle j | \langle j | (-x\sigma_z + z\sigma_x) | j \rangle \rangle \]
\[ = \omega (-x\sigma_z + z\sigma_x) - \omega \sum_j \langle j | (-x\sigma_z + z\sigma_x) | j \rangle \langle j | \langle j |, \] (G4)
where we used the fact that, for a two-level system, \( p_1 + p_2 = 1 \).

Then, the operator \( \sigma_y \) satisfies
\[ \text{cov}(L_C, \sigma_y) = \frac{1}{2} \omega \mathrm{Tr}(\rho_t (-x\sigma_z + z\sigma_x, \sigma_y)) \]
\[ - \frac{1}{2} \omega \sum_j \langle j | (-x\sigma_z + z\sigma_x) | j \rangle \langle j | \sigma_y | j \rangle \rangle = 0, \] (G5)
where we used the fact that \( \{\sigma_x, \sigma_y\} = \{\sigma_z, \sigma_y\} = 0 \) and that the eigenvectors \( \{ | j \rangle \} \) of \( \rho_t \) belong to the \( y = 0 \) plane, which implies that \( \mathrm{Tr}(\rho_t \langle j | \sigma_y | j \rangle) = 0 \). Note that this can also be concluded directly from the fact that, under unitary dynamics, \( \dot{y} = \text{cov}(L_C, \sigma_y) \) and that, for the chosen initial state and Hamiltonian, we have \( \dot{y} = 0 \).

Now, consider a nonunitary term in the dynamics causing dephasing along \( \sigma_z \) with a rate \( \kappa \), modeled by \( U_t = e^{-i\kappa [\sigma_z, \rho]} \) in Eq. (6) in the main text. This leaves the qubit to be constrained to the \( y = 0 \) plane as well. The operator \( \sigma_z \) then satisfies
\[ \text{cov}(L_f, \sigma_z) = \sum_j \hat{p}_j \hat{\sigma}_z | j \rangle \langle j | \]
\[ - \sum_j \hat{p}_j \hat{\sigma}_z | j \rangle \rangle = 0. \] (G6)

Given that \( \text{cov}(L_C, 1) = \text{cov}(L_f, 1) = 0 \), this implies that the set \( \{ L_C, L_f, \sigma_y, 1 \} \) forms a complete basis of orthogonal operators. The operators \( 1 \) and \( \sigma_y \) are thus

\begin{equation}
\frac{\mathcal{J}}{2\tau} := \int \frac{\tau}{J} \mathcal{F} dt \tag{H1}
\end{equation}
and is related to the energy of a path, \( \mathcal{J} = 2\tau \). Note that the square of the length of a path is upper bounded by the path’s divergence:
\[
\mathcal{L}(\rho_i, \rho_f) = \int_0^\tau \sqrt{I_F} dt = \frac{1}{\tau} \int_0^\tau \sqrt{I_F} dt \leq \tau \int_0^\tau \sqrt{I_F} dt = \tau \sqrt{\frac{1}{2} \mathcal{J}(\rho_i, \rho_f) = \sqrt{\mathcal{J}(\rho_i, \rho_f)}}.
\] (H2)

Equations (3) and (18), and the Cauchy-Schwarz inequality lead to an integrated bound

\[
|a(\tau)| = \left| \int_0^\tau \dot{a} dt \right| \leq 2 \int_0^\tau \sqrt{I_F} \Delta A dt
\]

\[
= 2 \tau \sqrt{\frac{1}{2} \int_0^\tau \sqrt{I_F} \Delta A dt}
\]

\[
\leq 2 \tau \left( \frac{1}{2} \int_0^\tau \sqrt{I_F} dt \right) \frac{1}{\tau} \int_0^\tau (\Delta A)^2 dt.
\] (H3)

Then, the total change in an observable is bounded by the divergence of the path in Hilbert space and the integrated fluctuations in the observable:

\[
|a(\tau)|^2 \leq 4 \tau^2 \left( \frac{1}{\tau} \int_0^\tau I_F dt \right) \left( \frac{1}{\tau} \int_0^\tau (\Delta A)^2 dt \right)
\]

\[
= 4 \mathcal{J}(\rho_i, \rho_f) \frac{1}{\tau} \int_0^\tau (\Delta A)^2 dt.
\] (H4)

This proves Eq. (20) in the main text.

The divergence of a path can be decomposed into coherent and incoherent terms, \( \mathcal{J}(\rho_i, \rho_f) = \mathcal{J}_C(\rho_i, \rho_f) + \mathcal{J}_I(\rho_i, \rho_f) \), with

\[
\mathcal{J}_C(\rho_i, \rho_f) := \tau \int_0^\tau I_F^C dt \quad \text{and} \quad \mathcal{J}_I(\rho_i, \rho_f) := \tau \int_0^\tau I_F^I dt.
\] (H5)

The total changes in the observable due to coherent and incoherent dynamics are bounded by

\[
|a(\tau) - a_i(\tau)| \leq 2 \sqrt{\mathcal{J}_C(\rho_i, \rho_f) \frac{1}{\tau} \int_0^\tau (\Delta A)^2 dt}.
\] (H6)

\[
|a(\tau) - a_C(\tau)| \leq 2 \sqrt{\mathcal{J}_I(\rho_i, \rho_f) \frac{1}{\tau} \int_0^\tau (\Delta A)^2 dt}.
\] (H7)

This shows how to upper bound Eqs. (21) and (22) in the main text in terms of coherent and incoherent path divergences.

**APPENDIX I: COHERENT SPEEDUP OF INCOHERENT PROCESSES**

In this appendix, we derive the Hamiltonian in Eq. (23) of Sec. VI in the main text, which drives an observable at the maximum allowed speed. We then use this Hamiltonian to enhance an incoherent process on a qubit, presenting detailed derivations for the two paragraphs following Eq. (23).

What Hamiltonian induces the fastest change to an observable \( \hat{A} \)? The speed with which the observable changes due to coherent drive satisfies \( \dot{a}_C = \text{cov}(L_C, A_C) \leq \Delta L_C \Delta A_C \). Thus, any Hamiltonian that leads to a symmetric logarithmic derivative for which \( L_C \propto A_C \) will saturate the speed limit and drive the observable as fast as allowed by nature. Using Eq. (8a), a direct calculation shows that the Hamiltonian [Eq. (23) in the main text]

\[
H_t^{\text{speedup}} = -\lambda_t \sum_{j \neq k} \frac{(p_j + p_k)}{p_j - p_k} A^j_k |j\rangle \langle k|\]

leads to

\[
L_t^{\text{speedup}} = \lambda_t A_C.
\] (12)

This Hamiltonian thus induces dynamics for which the coherent bound for observable \( A \) saturates. The prefactor \( \lambda_t \) sets the energy scale of the Hamiltonian and would typically be constrained by the available resources. Note that the Hamiltonian \( H_t^{\text{speedup}} \) that leads the observable to evolve at the speed limit is state and observable dependent—it is a Hamiltonian tailored to drive the expectation value of the observable as rapidly as possible given the available resources.

The observable evolves according to

\[
\dot{a}_C = \text{cov}(A_C, L_C) = \Delta A_C \Delta L_C^{\text{speedup}} = \lambda_t (\Delta A_C)^2 = \frac{I_F^C}{\lambda_t},
\] (13)

and the integrated change in the observable due to coherent dynamics becomes

\[
|a(\tau) - a_i(\tau)| = \left| a_C(\tau) - \int_0^\tau \text{cov}(A_C, L_C^{\text{speedup}}) dt \right|
\]

\[
= \int_0^\tau \lambda_t (\Delta A_C)^2 dt = \int_0^\tau \frac{I_F^C}{\lambda_t} dt.
\] (14)

This coherent drive can be used to enhance incoherent processes, up to an amount characterized by the integrated coherent Fisher information weighed by the scaling prefactor \( \lambda_t \).

We consider a toy model of an incoherent erasure process of a qubit [110]. In an auxiliary reset state \( |r\rangle \), the expectation value of all qubit observables is null, e.g., \( \langle \sigma_z \rangle = \langle \sigma_y \rangle = \langle \sigma_x \rangle = 0 \). Incoherent dynamics drives the system to such an erased state with a rate \( \gamma \). We model this incoherent dynamics by a Lindblad master equation with jump operators \( L_0 := |r\rangle \langle 0| \) and \( L_1 := |r\rangle \langle 1| \).
\[ \dot{\rho}_t = \gamma \sum_{j=0,1} \left( L_j \rho_t L_j^\dagger - \frac{1}{2} \{L_j^\dagger L_j, \rho_t\} \right) \]

\[ = \gamma \left( \text{Tr}(\rho_t \Pi_2)|r\rangle\langle r| - \frac{1}{2} \{\Pi_2, \rho_t\} \right), \quad (15) \]

where we define the projector \( \Pi_2 := |0\rangle\langle 0| + |1\rangle\langle 1| \) onto the subspace of the two-level system.

For illustration purposes, we suppose that it is more critical to erase certain aspects of the information stored in the initial state \(|\Psi_0\rangle = a|0\rangle + b|1\rangle \) of the two-level system. For instance, this could be because it is expected that an adversary will attempt to acquire information about the initial value \(z_0 := \langle \sigma_z \rangle(0) = a - b\), by measuring \(\sigma_z\) on an ensemble of such effective qubits, each one initially prepared in \(|\Psi_0\rangle\). We wish to hide the fact that \(z_0 \neq 0\).

Under the incoherent erasure process, information of \(z_0\) is exponentially erased at a rate \(\gamma\),

\[ z_t^{\text{incoh}} = \text{Tr}(\sigma_z \dot{\rho}_t) \]

\[ = \gamma \left( \text{Tr}(\rho_t \Pi_2)|r\rangle\langle r| - \frac{1}{2} \text{Tr}(\{\sigma_z, \Pi_2\} \rho_t) \right) \]

\[ = -\gamma \text{Tr}(\sigma_z \rho_t) = -\gamma z_t^{\text{incoh}}, \quad (16) \]

where we used \(\langle r|\sigma_z|r\rangle = 0\).

We can take advantage of a coherent drive to enhance the process of hiding the fact that \(z_0 \neq 0\) from the adversary. Hamiltonian \(H_t^{\text{speedup}}\) in Eq. (11) [Eq. (12) in the main text] defines the fastest time-local way to do this. Given that \(\sigma_z|r\rangle = 0\), at time \(t = 0\) the Hamiltonian \(H_t^{\text{speedup}}\) in Eq. (11) does not connect the reset state \(|r\rangle\) to states \(|0\rangle\) and \(|1\rangle\). This implies that \(|r\rangle\) remains an eigenstate of \(\rho_t\) under the action of the incoherent dynamics as well as the coherent dynamics. Moreover, since dynamics is coherent within the qubit subspace, we can denote the remaining eigenstates of the evolved state by \(|\Psi_t\rangle\) and \(|\Psi^+_t\rangle\) with eigenvalues \(p_q\) and 0. The state then takes the form \(\rho_t = p_q |\Psi^+_t\rangle\langle \Psi^+_t| + (1 - p_q) |r\rangle\langle r|\). Therefore, the speedup Hamiltonian becomes

\[ H_t^{\text{speedup}} := \text{sign}(z_t) \lambda_t \frac{i}{2} \sum_{j<k} \left( \frac{p_j + p_k}{p_j - p_k} \right) A_{jk} |j\rangle\langle k| \]

\[ = \text{sign}(z_t) \lambda_t \frac{i}{2} \left( \frac{p_q + 0}{p_q - 0} \langle \Psi_t | \sigma_z | \Psi^+_t \rangle \langle \Psi^+_t | + \frac{0 + p_q}{0 - p_q} \langle \Psi^+_t | \sigma_z | \Psi^+_t \rangle \langle \Psi^+_t | \right) \]

\[ = \text{sign}(z_t) \lambda_t \frac{i}{2} \left( \langle \Psi_t | \sigma_z | \Psi^+_t \rangle \langle \Psi^+_t | - \langle \Psi^+_t | \sigma_z | \Psi^+_t \rangle \langle \Psi^+_t | \right). \quad (17) \]

Expressing the qubit states as \(|\Psi_t\rangle = a_t|0\rangle + b_t|1\rangle\) and \(|\Psi^+_t\rangle = b_t|0\rangle - a_t|1\rangle\), we have

\[ x_t := \langle \Psi_t | \sigma_x | \Psi^+_t \rangle = 2a_t b_t, \quad \text{(19)} \]

\[ \langle \Psi^+_t | \sigma_z | \Psi^+_t \rangle = \langle \Psi_t | \sigma_z | \Psi^+_t \rangle = -2a_t b_t = -x_t. \quad \text{(10)} \]

Then,

\[ H_t^{\text{speedup}} = \text{sign}(z_t) \lambda_t \frac{i}{2} \left( -x_t \langle \Psi^+_t | + x_t \langle \Psi^+_t | \right) \]

\[ = \text{sign}(z_t) \lambda_t \frac{i}{2} x_t \left( \langle \Psi^+_t | - \langle \Psi^+_t | \right) \]

\[ = \text{sign}(z_t) \lambda_t \frac{x_t}{2} \sigma_y. \quad \text{(111)} \]
The coefficient $\lambda_i$ is to be defined by the resources available to drive our coherent dynamics. If, for instance, we set the spectral norm of the Hamiltonian to satisfy $\|H^\text{speedup}\| = \epsilon$, we obtain $\lambda_i = (2\epsilon/|x_i|)$. Then, we find that the normalized optimal Hamiltonian becomes

$$H^\text{speedup}_t = \epsilon \text{sign}(z_t) \frac{x_t}{|x_t|} \sigma_y = \epsilon \frac{\text{sign}(z_t)}{\text{sign}(x_t)} \sigma_y.$$  \hspace{1cm} (112)

At any time, this Hamiltonian enhances the hiding process as much as allowed by coherent dynamics.

With this result, we can compare the rates of erasure of the incoherent and the coherently enhanced dynamics. At any time $t$, the coherently enhanced state evolves following

$$\dot{\rho}_t = -i[H^\text{speedup}_t, \rho_t] + \gamma \left( \text{Tr}(\rho_0 \Pi_2) |r\rangle \langle r| - \frac{1}{2} \{\Pi_2, \rho_t\} \right).$$  \hspace{1cm} (113)

Thus, the rate of change in $z_t$ satisfies

$$\dot{z}_t = -i \text{Tr}(\sigma_z H^\text{speedup}_t \rho_t) - \gamma z_t
\hspace{1cm} = -i \frac{\text{sign}(z_t)}{\text{sign}(x_t)} \text{Tr}(\sigma_z \sigma_y \rho_t) - \gamma z_t
\hspace{1cm} = -2\epsilon \frac{\text{sign}(z_t)}{\text{sign}(x_t)} \sigma_y - \gamma z_t,$$  \hspace{1cm} (114)

which means that

$$\dot{z}_t/z_t = -\gamma - 2\epsilon \frac{x_t}{z_t}.$$  \hspace{1cm} (115)

This process is faster than the one from the purely incoherent erasure process in Eq. (16), $\dot{z}_t^{\text{incoh}} = -\gamma z_t^{\text{incoh}}$. This proves the claim in the two paragraphs following Eq. (23) of Sec. VI in the main text.

**APPENDIX J: LIMITS TO SPEED IN HILBERT SPACE**

In this appendix, we derive speed limits in state space from the coherent-incoherent bounds on observables, placing upper bounds on the rate of change of the quantum fidelity $F_t(\rho_i, \rho_0)$ between the initial and evolved states, referred to after Eq. (18) in the main text and Ref. [94].

We assume a pure initial state, $\rho_0^\perp = \rho_0 = \chi_0$. In this case, the fidelity between the initial and evolved states becomes $F := F(\rho_i, \rho_0) = (\text{Tr}(\sqrt{\rho_0} \rho_0 \sqrt{\rho_i}))^2 = \text{Tr}(\rho_0 \rho_i)$. Taking $A = \rho_0$ in Eqs. (10) and (12), $F_t$ satisfies

$$\left| \frac{d}{dt} F_t \right| = \text{Tr} \left( \rho_0 \frac{d}{dt} \rho_t \right)
\hspace{1cm} = |\text{cov}(\rho_C, L_C) + \text{cov}(\rho_I, L_I)|
\hspace{1cm} \leq \Delta \rho_C \sqrt{I^C_F} + \Delta \rho_I \sqrt{I^I_F},$$  \hspace{1cm} (J1)

where

$$\rho_C = \sum_{j \neq k} \rho_{0,jk} |j\rangle \langle k|, \quad \rho_I = \sum_j \rho_{0,j} |j\rangle \langle j|$$  \hspace{1cm} (J2)

are the coherent and incoherent components of the initial state $\rho_0$ in the eigenbasis of the evolved state $\rho_t$.

From Appendix F, we also have

$$\left| \frac{d}{dt} F_t \right| \leq \Delta \rho_C \sqrt{I^C_F} + \Delta \rho_I \sqrt{I^I_F} \leq \Delta \rho_0 \sqrt{I_F},$$  \hspace{1cm} (J3)

with a weaker bound in terms of the Fisher information $I_F$.

Using

$$(\Delta \rho_C)^2 = (\Delta \rho_0)^2 - (\Delta \rho_i)^2,$$  \hspace{1cm} (J4)

$$(\Delta \rho_0)^2 = \text{Tr}(\rho_0 \rho_0^\perp) - (\text{Tr}(\rho_0 \rho_0^\perp))^2 = F_t - F_i^2,$$  \hspace{1cm} (J5)

we obtain

$$\frac{d}{dt} F_t \leq \sqrt{1 - \frac{(\Delta \rho_i)^2}{F_i - F_i^2}} \sqrt{I^C_F} + \sqrt{\frac{(\Delta \rho_0)^2}{F_i - F_i^2}} \sqrt{I^I_F} \leq \sqrt{I_F}.$$  \hspace{1cm} (J6)

Upon integration, this gives a bound on the total change in fidelity:

$$\arccos(\sqrt{F_t(\rho_i, \rho_0)}) \leq \int_0^\tau \sqrt{1 - \frac{(\Delta \rho_i)^2}{F_t - F_t^2}} \frac{\sqrt{I^C_F}}{4} \sqrt{\frac{I^I_F}{4}}$$
\hspace{1cm} + \sqrt{\frac{(\Delta \rho_0)^2}{F_i - F_i^2}} \sqrt{I^I_F} dt
\hspace{1cm} \leq \int_0^\tau \frac{\sqrt{I_F}}{4} dt.$$  \hspace{1cm} (J7)

The rightmost bound is the one derived in Ref. [18]. The tighter intermediate bound is made possible by singling out the coherent and incoherent effects on the change in the fidelity. The two bounds coincide only for purely coherent dynamics of a quantum system.

**APPENDIX K: COMPARISON TO BOUNDS FROM PARAMETER ESTIMATION THEORY**

In this appendix, we compare Eq. (12) in Sec. III of the main text to the speed limits that can be derived from the
quantum Cramér-Rao bound. We also show how to recover Eq. (3) in Sec. II from the quantum Cramér-Rao bound.

1. Quantum Cramér-Rao bound

The quantum Cramér-Rao bound generalizes the Cramér-Rao bound from classical estimation theory to quantum systems [51–53,111]. When estimating a parameter \( \lambda \) on a system in state \( \rho(\lambda) \), the standard deviation of any estimator \( \hat{\lambda} \) of the parameter \( \lambda \) satisfies [53]

\[
\frac{\Delta \hat{\lambda}}{\left| d\hat{\lambda}/d\langle \lambda \rangle \right|} \geq \frac{1}{\sqrt{I_F}}.
\]

(K1)

The quantum Fisher information is

\[
I_F := 2\sum_{jk} \left| \langle j | \frac{\partial \rho(\lambda)}{\partial \lambda} | k \rangle \right|^2 p_j + p_k,
\]

(K2)

with a summation over indices such that \( p_j + p_k \neq 0 \). The bound is achievable for the optimal estimator [53]. Note that the bound assumes that the estimator \( \hat{\lambda} \) is independent of the parameter \( \lambda \) to be estimated [53,58,60] (we discuss this further in Appendix K 2 below).

The quantum parameter estimation problem involves two optimizations: (i) optimizing over all possible observables that can be measured—more generally, optimizing over all possible positive operator valued measures (POVMs) that can be performed—and (ii) optimizing over all possible estimators \( \hat{\lambda} \) that can be constructed from the measurement outcomes. Optimization (ii) is accounted for by the classical Fisher information, but (i) entails a purely quantum aspect to the problem.

2. Restricting the estimator to functions of \( \langle A \rangle \)

In this paper, we focus on speed limits, i.e., on the rate of change of the expectation value of an observable \( A \). The Cramér-Rao bound can also be cast as a bound on this rate of change.

Focusing on the case of time as the parameter \( \lambda = t \) to be estimated, Eq. (K1) imposes a bound on the rate of change of the mean of any estimator \( \hat{t} \) of \( t \). If one restricts to a time-independent observable \( \hat{t} = A \), the Cramér-Rao bound implies

\[
\left| \frac{d}{dt} \langle A \rangle \right| \leq \sqrt{I_F} \Delta A.
\]

(K3)

For the case of operators without explicit time dependence, bound (3) in the main text coincides with bound (K3) implied by the quantum Cramér-Rao theorem. The Cramér-Rao bound assumes no time parameter dependence in the estimators [53] though, so it does not directly recover (3) for time-dependent operators. However, the following procedure allows time-dependent operators. We wish to find a speed limit at time \( t = t_0 \) for the expectation value \( \text{Tr}(\rho A(t)) \) of an operator \( A(t) \) (to avoid confusion, we write the explicit time dependence for the proof that follows). Bound (K3) applies to any operator—in particular, to \( A(t_0) \)—and implies

\[
\left| \frac{d}{dt} \text{Tr}(\rho A(t_0)) \right| \leq \sqrt{I_F} \Delta A(t_0).
\]

(K4)

Evaluating this bound at \( t = t_0 \) recovers bound (3) in the main text.

3. Identifying coherent and incoherent contributions to the dynamics

The restriction to a specific observable and the specification of the evolution of the state that singles out contributions from unitary and incoherent dynamics enable the main bounds in this article: upper bounds (10) and (12). As we prove in Appendix F, the latter bound is tighter than the speed limit (K3) derivable from the quantum Cramér-Rao bound.

Moreover, we stress that the lower speed bounds (11) are not accounted for by Cramér-Rao bounds but are instead made possible by the separation of the dynamics into two terms, which in turn allows for applying the reverse triangle inequality.

4. An alternative bound with basis-dependent classical Fisher information

A possible classical parameter estimation problem is to forego optimization (i) in the quantum Cramér-Rao bound above and instead restrict to a specific measurement basis [see discussion after Eq. (K1)]. Then, for measurements performed in a fixed basis \( \{ \Pi_a \} = \{ | \phi_a \rangle \langle \phi_a | \} \) with outcome probabilities \( q^{\Pi}_a = \text{Tr}(\rho \Pi_a) \), this recovers a classical parameter estimation problem. One can obtain classical Fisher information from the probabilities \( \{ q^{\Pi}_a \} \):

\[
F^{\Pi} := \sum_a q^{\Pi}_a \left( \frac{d}{dt} \ln q^{\Pi}_a \right)^2.
\]

(K5)

The classical Cramér-Rao bound thus says that, for any estimator \( \hat{\lambda} \) constructed from outcomes of the POVM \( \{ \Pi_a \} \), it holds that [112–114]

\[
\left| \frac{d}{dt} \langle \hat{\lambda} \rangle \right| \leq \sqrt{F^{\Pi}} \Delta \hat{\lambda}.
\]

(K6)

If measurements are performed solely in the restricted measurement basis, this bound is tighter than the quantum Cramér-Rao bound (K1) since the latter is valid for any measurement basis. Bound (K5) involves optimization (ii) over all possible estimators, given the restricted measurement basis \( \{ \Pi_a \} \).
Further restricting to \( \hat{\tau} = \Lambda = \sum_\alpha a_\alpha \Pi_\alpha \) gives
\[
\left| \frac{d}{dt} \langle A \rangle \right| \leq \sqrt{\mathcal{F}_\Pi \Delta A}, \tag{K7}
\]
which is in fact tighter than \( (K3) \) since \( F_\Pi \leq T_F \). In general, this bound will still be loose given that one is not performing optimization (ii) over all possible estimators.

The speed limit \( (K7) \) is distinct from our main new upper bound, Eq. (12) in the main text: There are cases in which Eq. (K7) is tighter than Eq. (12) and vice versa. In particular, if the measurement basis \( \{\Pi_\alpha\} \) coincides with the optimal basis \( \{\Pi_\alpha^{\text{optimal}}\} \) that saturates the quantum Cramér-Rao bound, then \( F_\Pi = T_F \) and Eq. (K7) coincides with Eq. (K3). In this case, Eq. (12) is tighter than Eq. (K7) (Appendix F). In contrast, there are also cases when Eq. (K7) is saturated while Eq. (12) is loose. For example, consider unitary dynamics under a Hamiltonian such that \( \{H, \Pi_\alpha\} = 0 \), in which case \( d\langle A \rangle/dt = 0 \) and \( dq_i/\Pi_\alpha \rangle \leq \frac{\operatorname{Tr}(\rho[\Pi_\alpha, H])}{\operatorname{Tr}(\rho[\Pi_\alpha, H])} = 0 \). From Eq. (K5), we have that \( F_\Pi = 0 \), and Eq. (K7) is trivially saturated while Eq. (12) is loose.

We emphasize, however, that the classical Fisher information \( (K5) \) explicitly depends on the measurement basis. In general, then, calculating \( F_\Pi \) is more intricate and dependent on the system dynamics, the state, and a reference measurement basis. In contrast, \( T_F \) (as well as \( T_F^i \) and \( T_F^j \) ) functions only of the state of the system and the dynamics that govern it.

When the measurement basis is chosen as the eigenbasis of the state of the system, \( \{\Pi_\alpha\} \equiv \{|j\rangle \langle j|\} \), one obtains \( \{q_\alpha\} \equiv \{p_j\} \), so the classical basis-dependent Fisher information \( F_\Pi \) coincides with \( T_F^j \):
\[
F_\Pi = \sum_j p_j \left( \frac{d}{dt} \ln p_j \right)^2 = T_F^j. \tag{K8}
\]
Then, if the estimator for \( t \) is taken to be \( \hat{\tau} = A_j = \sum_j A_j |j\rangle \langle j| \), the classical Cramér-Rao bound \( (K7) \) recovers the bound on the incoherent term in Eq. (10) of the main text:
\[
\left| \frac{d}{dt} \langle A_j \rangle \right| \leq \sqrt{T_F^j \Delta A_j}, \tag{K9}
\]
for time-independent operators (which can be extended to time-dependent operators as was shown in Appendix K 2).

However, a similar trick to restrict the basis does not work on the bound for the coherent term \( A_C \) since the eigenbasis of \( A_C \) does not commute with that of \( \rho \). A classical parameter estimation bound on \( A_C \) would then yield basis-dependent classical Fisher information.

This discussion results in a set of bounds that depend on the level of optimization involved in them. The main upper bounds in this article—Eqs. (10) and (12)—are tailored to the problem of the speed of evolution of an observable, and they give a provably tighter upper speed limit than the one implied by the quantum Cramér-Rao bound. In contrast, the quantum Cramér-Rao bound focuses on a different question that, in the context of parameter estimation theory, involves an optimization over all possible estimators of a parameter. As such, the quantum Cramér-Rao bound implies a looser speed limit on \( \langle A \rangle \) as a result. Adding further ingredients to the problem, such as information of the outcome probabilities in the eigenbasis of the observable of interest \( [\text{Eq. } (K5)] \), can result in distinct (potentially tighter) bounds. The trade-off is that more information may be needed to evaluate the bounds, as in the case of Eq. (K7).


[49] An interesting example where speed limits in Hilbert space correctly capture the dynamics of a many-body system is studied in Ref. [38].


We show in Appendix B that when states with $p_j = 0$ play a role in the evolution of an observable, there is a correction to Eq. (3) that is upper bounded by $| \sum p_j | | | A_j | | |$. This correction is typically small for most times in a differentiable evolution and null for states with constant support.


We show in Appendix K4 that one can also derive a distinct speed limit [Eq. (K7)] from the classical Cramér-Rao bound that results from restricting to measurements in the eigenbasis of observable $A$. However, this speed limit involves classical Fisher information that depends on the eigenbasis of the observable [Eq. (K5)].
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Note that $A_C \propto L_C$ and $A_I \propto L_I$ are sufficient but not necessary conditions to saturate the coherent and incoherent speed limits (10). For example, $A_C \propto L_C + \kappa_C 1$ and $A_I \propto L_I + \kappa_I 1$ also saturate them for constants $\kappa_C$ and $\kappa_I$, given that additive constants do not change covariances.


We show in Appendix J how to use the coherent-incoherent upper bound on observables to derive a tighter speed limit on the fidelity $F(\rho_1, \rho_0)$ between a pure initial state and the evolved state $\rho_0$.

